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ABSTRACT

'*Computer generated shaded images have evolved to a stage of

extreme realism and can easily be confused for photographs of 6realO

objects. Such imitation of realism has been the major thrust of

computer graphic research in recent years with efforts to model such

physical phenomena as light reflection, surface texture, shadows, and

transparency. Although this realism has been successful in imitating

photographs, several applications exist in which the viewers are more

interested in an exact knowledge of the three dimensional shape of the

surface than simply a realistic shaded reproduction. The goal of this

research is to investigate interactive techniques for displaying shaded

images with enhanced three dimensionality. Two basic approaches are

investigated: direct rendering and viewing of shape Information, and

imitation of visual perception stimuli. The first approach consists of

directly rendering depth and normal Information Into the frame buffer

and examining meaningful ways of viewing the information. The second

approach uses the results of research In the field of visual perception

to generate cues for enhanced three dimensional visualization. The

stimulations which are investigated are texture gradients, gradients of

Illumination, binocular stereopsis, and motion. Each technique is

investigated in an Interactive environment to allow greater control

over the shape analysis.
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interactive generation and manipulation of realistic images. The

ability to produce high quality images of computer models provides an

effective means of visual feedback quite unique in scientific research.

Although two dimensional images have many applications, the most

impressive visual results have been achieved in the rendering of three

*dimensional models. Effective representation of three dimensional

41 images on a two dimensional display device requires some means of

imparting depth information to the viewer. The trend In computer

graphics has been to provide such depth information by imitating the

I physical properties of a real scene in an attempt to make images as

realistic as possible. Researchers outside of computer graphics have

4 also been interested in the problem of three dimensional perception in

human vision. A short discussion of some of the approaches taken by

each research group will be presented. This will be followed by a

* description of a new approach which applies the principles of results

in visual perception research to techniques currently used In computer
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EIgraphics.

The emphasis in computer graphic research has been the generation

of realistic images with impressive results. Computer generated images

can easily be mistaken for photographs of three dimensional physical

objects. This success in realism has been achieved through many

advances both in hardware and graphic algorithms.

Until recently, simple plotters and vector displays were the only

affordable display medium available to most users of computer graphics.

Today, because of technological advances, high quality raster displays

are common and provide potential realism to many application areas.

Current research is being directed toward the development of new modes

of display providing even greater realism such as a three dimensional

volume viewer [3]. Research is also being directed to the creation of

"smart" systems which perform some of the rendering functions in

hardware to speed picture generation [21].

In graphics algorithms, several advances have resulted in the

capability to generate realistic images in a reasonable amount of time.I
Realism has been achieved using both simple methods such as perspective

and hidden lines and surfaces, and complex techniques such as simulated

surface texturing and shading. Speed has become a major performance .

factor with the increased complexity of scenes to be drawn, and much

emphasis has been placed on taking advantage of Image and display

characteristics to provide faster processing [45].



12Research in Visual Perception

The field of visual perception has been studied in detail for many

years by artists, physiologists, psychologists, and others. Artists

have attempted to capture three dimensional realism on two dimensional

media by mimicking depth cues [(491. The history of art is rich with

examples of the development of using such cues as shading and

perspective to create great realism. Physiologists have studied the

mechanics of the visual system. Psychologists have attempted to

determine what factors affect visual perception through experimentation

[26]. Although the artist's approach has been the direction taken in

computer graphics to achieve realism, it is the psychologist's approach

* which is of primary interest in perception.

Part of the psychological research has dealt with defining what

stimulations the human eye responds to, and how these stimulations are

interpreted. Haber [26] has classified three types of stimulations

with examples as shown in Figure 1. The static stimulation ideas of

perspective, shading, and occlusion are well known to the graphics

community and serve as the basis for many of the recent efforts toward

realism. The concept of surface texture as a means for understanding

shape is not a commonly used technique, but can be a powerful

perception tool [26]. Dynamic stimulation deals with perception via

the motion of an object. Relative motion, sequences of

transformations, and changing perspectives are all strong perception

clues [8]. Binocular stimulation is a result of the separation of the

eyes and is simulated in computer graphics using various devices.
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1. Static Monocular Stimulation

- Surface textures, gradients
- Linear perspective
- Gradients of illumination
- Occlusion

2. Dynamic Monocular Stimulation

- Radial movement
- Motion parallax
- Motion perspective

3. Binocular Stimulation

Figure 1: Classification of Visual Perception Stimulations

1.3 Interactive Surface Visualization

The realism of smooth shaded images provides greater understanding

* of the three dimensional shapes of surfaces than traditional line

drawings as shown in Figures 2 and 3. However, static smooth shaded

pictures are not always sufficient to achieve shape understanding.

Figure 4 illustrates a realistically shaded surface whose shape is not

apparent from the given point of view. A view from a different point

such as Figure 5 more clearly shows the surface shape. Although this

is a contrived example, it illustrates the shortcomings of relying on

realistic shading as the only clue to three dimensionality. When

displaying a complex surface shape, several portions of the image may

suffer from the same ambiguities.

The concept of using perceptual principles to enhance

understanding of graphically displayed information has been applied to

spatial arrangements and color selection [27, 47]. The goal of these
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techniques has been to improve man-machine communications. Effective

visualization of a three dimensional surface should take advantage of

all stimulations available in the eye-brain perceptual link.

The goal of this -research is to examine interactive methods of

Using Visual perceptual stimulations to enhance the perception of a

third dimension in computer generated shaded images. Although

realistic images incorporate a certain number of these stimulations,

additional information can be gained from interactive application of

stimulations which trade extreme realism for enhanced three

dimensionality. Interaction is necessary to allow user adjustment of

Visual parameters to maximize visual benefit.

The following chapters w.ill describe interactive visualization

techniques using raster graphic images. Chapter two will discuss

direct Visualization of three dimensional information and will not deal

with a specific perceptual stimulation. The remaining chapters Will

deal with the specific stimulations of texture gradients, gradients of

illumination, binocular stereopsis, and perception through motion.

Each chapter will present the currently practiced computer graphics

approach to simulate the stimulation. Chapters three through six Will

present the perceptual basis for the stimulation being discussed and

present an interactive algorithm for Using It. A brief appendix is

included to describe the frame buffer system Used in this research.
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CHAPTER 2

DIRECT SHAPE VISUALIZATION

2.1 Introduction

One approach to enhanced three dimensional visualization is to

directly view the three dimensional parameters. Thus, for an arbitrary

image, the viewer would not only see the realistic shade and color

associated with each point on the surface, but would optionally be able

4 to discern shape information such as depth, normal, and curvature at

the point as well. This additional knowledge could resolve ambiguous

shading and give a clear understanding of the shape of the surface.

Concise presentation of such shape information in a form that

-~ facilitates point by paint registration with the shaded image can be

accomplished through some means of rendering the information into the

frame buffer with the image. Such "functional" rendering Is not new to

-p.-..computer graphics, and has been used for several different applications

2 such as stress analysis [11), pressure and heat fringes (91, and music

Visualization (32]. The frame buffer's capability to display different

color and intensity values makes it a useful tool for mapping

functional information into a visual form.

Functional rendering is only valid if the information is displayed

in a way that is readily understandable when visualized. For example,

arbitrary color assignment to depth values would result in a colorful



collage but an image which is difficult to comprehend. To provide for

improved understanding, some means of interaction Is desirable. An

interactive method will be presented which renders depth and normal

information for an arbitrary surface and provides natural viewing for

shape understanding.

2.2 Previous Work in Computer Graphics

Researchers in computer graphics have investigated rendering of

different types of shape information. A display parameter which has

been examined extensively Is Gaussian curvature [20, 16). Because this

* parameter is useful in geometry, but not directly viewable In a shaded

image, Its display can be of valuable assistance to surface designers.

This information is primarily for higher order shape analysis, but can

provide some direct shape information such as the location of hollows

and protuberances [161. However, to obtain the benefits of such

pictures, it is necessary for the viewer to have an understanding of

the meaning and significance of Gaussian curvature, and to have

experience in viewing such information.

Research by Forrest dealt with the direct display of contour lines

on a shaded Image [201. The advantage of using contour lines versus

I..some other Visual representation for depth Is that it is a conventional

*4 drawing technique which is naturally understood by most viewers. The

difficulty with the technique, according to Forrest, Is the

computational complexity associated with finding contour lines.

An attempt to directly view surface normal information led to the

technique known as a "hedgehog" surface or overlaying lines normal to

- ......
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the surface directly on an image (331. One problem associated with

this approach is the resulting confusion when an excessive number of

normals are drawn. Another problem is the lack of information

available from the length of the normal vector. Since several normals

weould project to the same vector, the length of the projected vector

provides necessary information concerning the exact orientation of the

normal. However, if too few vectors are drawn to provide for length

comparison, than ambiguous normal information may be interpreted.

Figures 6 and 7' illustrate some of these deficiencies.

Interactive viewing of functional information is typically

accomplished through the use of the color map [421 [46). Functional

data is discretized into the range of integers representable in a

pixel. Rather than representing color intensities as in a typical

rendering, these values are used Instead to look up intensities in a

color map table. The advantage of this technique is the relative speed

in which the color map can be modified since the number of values
n

requiring change is only 2 for an n-bit frame buffer as Opposed to

changing an entire 512 by 512 pixel image. This allows for immediate

changes in the Visual appearance of an image without re-rendering the

scene. Applications which have Used this technique are false coloring,

gamma corrections, simple motion, and dynamic shading [42] [41].

2 Visualization of Depth and Surface Normals

Shape parameters which will be rendered and interactively viewed

are depth and normal information for each pixel of an image. Although

higher order information such as Gaussian curvature Is advantageous for
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certain applications, depth and normal data are of primary interest

when the goal is to enhance three dimensional visualization. A

convenient property of these parameters is their availability during

normal rendering without additional computation. A z-buffer rendering

algorithm using normal interpolation for shading computes a depth and

normal for each pixel in the process of generating a shaded image. By

simply writing these values into the frame buffer, no additional

computation is necessary for the enhanced rendering.

Interactive viewing and visual representation will be discussed

for presenting both depth and normal information. In each technique, a

frame buffer image file is rendered with shade intensities stored in

one color plane and either Z depths or normal values stored in the

other two planes. This allows the viewer to interactively switch

between a shaded representation of the image and various enhanced

functional visual representations.

2-1-1 Depth

Depth knowledge is of immediate interest when trying to visualize

the three dimensionality of a surface. However, simply digitizing and

viewing depth values as intensity does not necessarily provide a great

deal of depth information as illustrated by Figures 8 and 9. There is

explicit information available in the figure, but because of the

"unnaturalness" of the shading, it is only useful as a general depth

indicator. For example, a viewer cannot accurately compare two points

on the surface to determine if they are at the same depth. The

information would be more useful if it could be displayed



P.- 11

Fiu .U A Rwmdknslo Shaded ~Ng

Pogur 8: Depth Vmhjme OWepMwyed as ki~nmgtk



-.- a' j;- --. 7 3C. .'*. V . 7 7 7, 71 . ;v....

14

simultaneously with the natural shading, either by color coding of

depths or Using multiple images.

As stated by Forrest [20], a more natural viewing mechanism for

depth information is the use of contour lines because people are

familiar with looking at contour lines on maps. Because individual

depth values from the hidden surface computation are already present in

the frame buffer, the depth image in Figure 9 actually represents

"continuous tone" contours where different intensities represent

different depths. To make these contours more familiar, the color map

can be used to create distinct contour bands at discrete depth

increments. For a given distance between contours, all color map table

entries modulo that distance are zeroed creating black lines on the

image as shown in Figure 10. These lines represent pixels of

approximately equal Z depths, or contour lines. The use of the color

map allows the user to interactively change the distance between

contours as shown in Figure 11.

Further interaction is also possible with the use of the color

map. Contours can be "stepped" through an image by simply shifting

entries such that successive depths become contour lines. This can be

done either in discrete steps or smoothly so that the contour lines

'9"roll" across the figure. This added real time fe~tture shows how

depths are changing locally over the surface, and can give insights

missed with contour lines a fixed distance apart.

In addition to contours, another visual representation is

J~o interactive specification of Z regions. The regions are specified by

defining two Z values (or Z planes) and color coding the parts of the
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image to distinguish "in front of" and "behind" each plane. Figures

12 and 13 show images with one and two specified Z planes and the

depths of the surface with respect to the planes. By using the color

map to perform the color highlighting, the planes can be changed

interactively to classify depth relations for different parts of the

surface.

Another visual representation of image depth is a cross section of

the surface along a specified line on the projected image. Figures

14I and 15 show a display of such information on a line drawing system

* used in conjunction with the frame buffer. The depths of each pixel

along the chosen path are plotted as heights in the two dimensional

cross section. This two dimensional depiction of the depth is useful

when investigating relative depths along a straight path such as a

scanline.

The visualizations described provide enhancements to understanding

depths in an image. The same interactive techniques are applicable to

the visualization of other values such as depths measured from a

specified base. In this way true contour lines could be visualized on

an object tilted for enhanced perspective. The fact that Z depths are

available during the normal rendering procedure simplifies this

specific value computation and provides increased understanding of the

shape of the object whose projection formed the image.

2.3.? Surface Normals

Depth information is necessary but not sufficient to understand

shape. Information about the orientation of the surface, or the
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relative change in depth is also desirable. A direct measurement of

this factor is the surface normal at every point on an image. As

previously stated, such information is available when rendering an

image with normal interpolation for shading. Direct visualization of

such information differs from depth in that three values are present

per pixel instead of a single depth value.

As with direct viewing of depth, direct viewing of surface normal

information is hard to interpret. Figures 16 and 17 illustrate two

possible direct renderings of surface normal information. Figure

16 shows the effect of assigning the X, Y, and Z components of the

normal to red, green, and blue with intensity representing magnitude.

Figure 17 represents an image containing spherical coordinates of

surface normals in the red and green color planes and a shade intensity

in the blue color plane. Although specific information is available in

each image, the result is meaningless unless closely scrutinized by a

knowledgeable observer. It is possible to produce contours similar to

depth for each component, but they are hard to interpret and it is not

clear that such information is useful.

One visual representation found to be useful is to display ranges

of the individual normal components. The significance of the Z

component of the normal has been investigated by researchers in

computer graphics. Obviously, when it is opposite the viewer, the

associated pixel is not visible. A more subtle property which has been

used for image rendering is the fact that when the Z component equals

zero, the point lies on a silhouette edge which separates visible

portions of the object [40, 31]. A similar interpretation of the X and
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Y components can be understood. A line representing all normals with

the X component equal to zero can be thought of as a "ridge" which

represents a local minimum or maximum in the X direction. Similar to

the Z =0 line, this X ridge would be a silhouette edge if the surface

were viewed along the X axis. On either side of' this line the X

component "falls off" the zero value. If such ridges are

simultaneously displayed for both X and Y, the intersections represent

the occurrence of peaks, dimples, or flat spots in the surface.

Figures 18 and 19 are examples of such ridges. The cyan line

represents normals with an X component within a small range of zero,

and the purple line shows the normals with zero Y values.

Comparing the normal image to the corresponding contour image in

Figure 11, the intersections of the normal ridges can be interpreted.

The crossing at the upper right of the image represents the peak shown

in the contour image. Similarly, the lower left crossing is a flat

spot. If the image were viewed down the Y axis, the purple line would

be a silhouette edge of the surface, and likewise for the cyan line if

viewed along the X axis.

Real-time manipulation of a "normal" image is done by using the

color map in a manner similar to displaying depth contours. The user

can interactively specify a range for each normal component and

immediately view the resultant image. Figure 20 shows the previous

image with all portions of the surface containing negative X normal

components highlighted. This area represents that portion of the

surface that would be in shadow from a light source directly to the

right of the image. Similarly, Figure 21 shows the range of all
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Positive Y normal components. The ability to change the ranges in real

time allows the user to see how the normals change over a local area of

the surface.

* Another normal visualization technique is an interactive version

of the "hedgehog" concept which was discussed earlier. Using the

normal information rendered into the image, a single surface normal

vector is drawn in the overlay plane at the point of the cursor. As

the cursor is moved across the image, the normal information is read

back from the frame buffer and the surface normal vector is redrawn

accordingly. Figures 22 and 23 illustrate a single surface normal

vector and a sequence of images with a moving vector. By Using the

overlay plane and reading back only a single point at a time, real-time

feedback is achieved when moving the vector. This technique avoids the

problems associated with a "hedgehog" surface as previously discussed.

The vector can be moved to the area of interest without the confusion

Of several overlapping lines covering the picture. The ability to

interactively move it helps to avoid Misinterpretations of the length

of the projected normal. Also, additional information can be gained

about local changes in the surface orientation by viewing the effects

of moving the vector around a small area of interest.

2.4 Results

Interactive functional rendering of shape information appears to

assist in understanding the depth and orientation of a surface.

Because the visual representations are unnatural to view, however, they

are primarily useful in analyzing specific portions of an image, rather

-. :--. - -V
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than getting an overall feel for the shape.

It was found to be extremely beneficial to retain the natural

shading information in one color plane of the image, so that one could

switch back to this view to clarify the functional representation. In

the normal range technique, this was accomplished by simplifying the

lighting model to that of cosine shading with the light source at the

*eye. In other words, the Z component of the normal was actually the

shade for this simple lighting model, and could thus be used to perform

both functions.

Real time interaction was very effective in all techniques,

enhancing the shape information given by the static contour lines and

normal ridges. By visualizing the change in depth and normals as one

modifies the parameters, much additional information can be gained

about local surface characteristics.

-"S
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CHAPTER 3

TEXTURE GRADIENTS

3.1 Introduction

Almost all physical surfaces contain some microstructure or

texture visible to the human eye. This texture gives us information

* such as the type of material which composes the object and the relative

smoothness or coarseness of the surface. Computer generated images

which portray such texture provide the same types of information and

appear remarkably realistic,, but the algorithms for generating such

images are generally very time consuming.

Perceptual psychologists have analyzed a different type of

Information provided by texture: that of space perception [22, 8, 261.

The microstructure of a surface provides a somewhat regular pattern for

visualization. The changes in this pattern, or texture gradient, give

strong cues to the orientation and depth of the surface. Extensive

studies and experiments have shown that there are three characteristics

*9 of texture which provide this perceptual information: size, shape, and

density. Changes in these components because of perspective projection

provide knowledge about surface depth and changes in the orientation of

the surface.

5' To avoid confusion in terminology, "texture" will not refer to the

Intuitive meaning of changes in the normal direction due to the surface
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microstructure. Rather, it is the pattern on the surface which is of

Interest. This pattern may be caused by different colors as in a tiled

floor, or different intensities because of changing normals such as the

skin of an orange. As will be discussed, it is the changes in this

pattern which provide one basis for 3-D shape perception.

A texturing technique will be described which approximates the

texture changes caused by distance from the viewer and orientation of a

surface without attempting to exactly render a realistic texture. This

approach supplies several of the same visualization cues as provided by

-' exact texture rendering algorithms without the complexity of generating

a realistic texture. Thus, "artificial" texturing is a means for

providing an inexpensive aid to visualizing the shape of a shaded

surface.

.2Visual Perception of Texture

Surface texture provides a fairly regular pattern over a large

surface. For example, the shape of individual blades of grass in a

field may be random, but taken as a whole, the blades create a constant

textural pattern. There are also regular textures such as bricks in a

wall or a checkerboard. As a surface is slanted away from the eye, the

* texture pattern gradually changes due to perspective projection. This

gradual change is called the texture gradient [26). Perception

researchers isolate three separate gradients which influence

perception: texture size, shape, and density. Several experiments have

* shown that each of these gradients strongly influences the perception

of surface' depth and slant (8). Figure 24 is a simple example of a

. . . . .
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Figure 24: A Simple Texture

textured surface, and illustrates the effects of texture size, shape,

and density to perception.

. Existing Algorithms

In an ever increasing quest for realism, computer graphic

researchers have developed different methods to model surface texture.

Catmull suggested one of the earliest techniques for mapping a defined

texture onto subdivided patches [10]. His rendering algorithm

subdivided parametric patches into smaller subpatches until the

boundaries of the subpatch were contained within a single pixel. Once

at the pixel- level, the parametric coordinates of the pixel corners

specified an area in a texture definition array defined in parametric

space. The color of the pixel was determined by averaging the values

in this texture definition area.

Blinn and Newell took Catmull's technique a step further by

[* * .
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introducing a more sophisticated filtering method [4]. The

quadrilateral formed in texture definition space by the (u,v) corners

of the pixel was used as the base for a square pyramid to weight the

texture values. Their paper also discussed different techniques for

creating texture patterns such as (u,v) functions, hand drawings, and

scanned photographs.

Blinn also suggested a more novel approach to creating actual

bumps in the surface via normal perturbation [6]. In this method, a

perturbation function was mapped onto the surface to modify the normal

vectors giving the illusion of wrinkles. This technique produced

strikingly realistic images, but at about twice the time cost of

standard texture mapping.

Because of the amcunt of detail involved, textured images are

highly susceptible to aliasing. More recent approaches have

concentrated on the filtering aspect of the texture mapping [18] [34].

In each approach to creating texture the same two general

functions must be performed: a mapping is required from texture space

to image space, and filtering is necessary to create acceptable images.

Both of these are computationally expensive. Additionally, the mapping

procedure is extremely data/texture dependent, and is not always easy

- . to define. For example, if one had a collection of polygons

*.: representing a surface and wanted to simulate bricks, it is not obvious

how to map the coordinates of each polygon to the brick texture

definition. Although both of these functions are necessary to create

realistic texturing, a simpler approach can be used to obtain the

perceptual benefits of texture: artificial texturing.
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SArtificial Texturing

Artificial texturing is a means of applying a pattern, to a surface

in order to obtain the perceptual benefits of texture gradients. The

Cgoal of this approach is not to produce realistic textured images, but

- rather to aid the visualization of rendered surfaces. No knowledge of

the type of object space data is required, but it is assumed that depth

and normal information is available at each pixel as is required for

z-buffer hidden surface rendering with normal interpolation for

* :' shading. Each of the perceptual characteristics of texture mentioned

earlier will be presented, together with an examination of the

information required to generate each.

3.4.1 Texture Size

Psychological experiments have shown that the texture pattern most

effective in aiding perception is one of equally sized elements

positioned on the surface at a regular density [8]. An example would

be a set of equally spaced grid lines. As mentioned earlier, the

problem with projecting such lines to an arbitrarily warped surface is

that some mapping knowledge is required to know how such lines continue

from surface element to surface element. However, a type of pattern

which avoids this problem is one composed of individual texture

elements, or "texels," such as a pattern of disjoint squares on a piece

of cloth. The same texture gradients apply to individual texels: their

changing size, shape, and density.

.5' Along with the advantage of not requiring mapping knowledge, the

use of individual texels also lends Itself to a simplifying assumption:
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that each texel is only a function of the center of the individual

element. Although this assumption does not imitate realism, it allows

for a significant decrease in relative computation Je. This

simplification will be used in the calculation of all three texture

gradients.

The size of each individual texel is strictly a function of the

*depth of the element from the projecting plane. The idea of

perspective projections is well understood in the field of computer

V graphics and has been addressed by many authors [19). Using the same

simplifying assumption as previously stated, the size of the texel can

be determined as a function of the depth of the center of the element.

Thus, if square texels are being generated, the width of an element for

a given pixel is defined as:

Projected Width = Width /(Z Depth / Eye Distance + 1)

The eye distance is from the eye to the projection plane and is a

scale factor for the perspective transformation. When producing

artificial textures, element size is determined from the z value at the

* pixels representing texel centers.

I.? Texture Shape

When equally shaped texels are used, the shape gradient is a

strong clue as to the surface orientation [35]. The shape will be a

function of the surface orientation over the texel as well as the

orientation of the texel itself. For example, square elements will not

necessarily be aligned with all edges parallel, and would appear
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unnatural if so forced. Completely symmetric texels, i.e. polka dots,

are Used in this algorithm to avoid this problem.

The shape as a function of surface orientation can be~ simplified

using the same assumption as before, that it is strictly based on the

* orientation of the element's center. This will not result in exact

realism since individual texels will not follow the surface curvature

over the area of the element. However, as a visualization aid, this

assumption allows for a simple texture generating method which produces

perceptually helpful gradients. The shape of individual polka dots on

the surface can be determined by projecting a circle perpendicular to

the normal at the circle's center onto the display screen. Figure

25 shows a graphic description of this projection. The projection of
%JI

I the circle will be an ellipse whose eccentricity depends on the

direction of the normal.

Normal: 0 0-1 Normal: 1 0-1 Normal: 11 0

Normal: 1 1 -1

Figure 25: Circle Projections for Different Normals
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. Texture Density

Another texture gradient providing perceptual information is the

density gradient. When the texture pattern has regular bensity, the

changes in the distance between elements, or density gradient, on the

textured surface give clues to the depth and orientation of points on

the surface. Researchers have distinguished two types of density

gradients, compression and convergence [8]. Compression is a decrease

in distance between texels due to the perspective transformation of

elements at a greater depth from the viewer. Convergence is a result

of elements being projected closer together when the surface is at a

slant to the viewer. Thus, compression is a function of depth while

convergence is based on normal information. As with the other two

gradients, the approximation of using only the element's center

simplifies the texture density calculations at any given point on the

surface.

Density information is required to determine where to put each

texel. If only a density change is desired in either the horizontal or

vertical direction, a simple solution is possible. The normal

information available at each pixel during rendering can be used to

estimate the surface distance between pixel centers. For a given

density, the rendering process can determine where the next element

goes by accumulating the distances across a scan line. Similarly,

images could be scanned in a vertical fashion to create a vertical

density change. Although either of these density techniques may

provide perceptive information, the images they produce appear awkward

and off balance.

.. , . . . . ,
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S.' To produce density information in both directions requires more

detailed computation than simple horizontal or vertical distances. One

solution is to approximate areas covered by each pixel'*v boundaries

- rather than distances between pixel centers. For a given normal at the

center of each pixel, an approximation can be derived to the area

bounded by the projection of the pixel boundaries onto the surface.

This approximation can be modified by a perspective factor based on the

depth of the surface at the pixel center. For a specified texture

density, the placement of texels can be determined by summing

* surround ing pixel areas until enough area is found to place one

element. Because the area calculation encompasses both depth and

normal information, both compression and convergence density results.

Figures 26 and 27 illustrate the difference in images using the

variable density calculation.

1.5 Implementation

The implemented version of artificial texturing uses a modified

z-buffer image file as input. Rather than the standard red, green, and

blue components at each pixel, the input z-buffer contains normal and

intensity information. This data is readily available to the rendering

program and can be encoded into the same size fields for compatibility.

-~ For this implementation, data was obtained from a rendering program

which contained a modified shading routine to return spherical normal

coordinates in the red and green values, and an intensity in the blue.

It requires no additional computation time to generate such input files

beyond normal rendering.
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3.5.1 Texel Projection

The shape of each texel is determined by projecting pixels

surrounding the texel center onto the plane defined bt the center

normal. The distance from the projected point to the texel center is

compared to the radius to decide which pixels lie within the projected

texel. The equation for this distance is:

Normal: N , N , N
x y z

Point: P , P ( relative to texel center )
x y

Projected Point P = (P N + P N ) IN
z x x y y z

2 2 2 1/2
Distance to Texel Center (P + P + P )

x y z

The texel radius is specified by the user and modified by the z

depth of the texel center to reflect changes in the element's size due

to perspective as described earlier.

A simple filtering mechanism is incorporated during texel

projection. For each surrounding pixel, the corners of the pixel are

projected and compared rather than the pixel centers. Thus, each

surrounding pixel will have an associated count of 0 -4 corners inside

of the projected texel. This count can be used to weight the color of

the texel with the surface to provide a simple filter. The weighted

color Is then modified by the intensity at each pixel. This is

important to ensure that dots appearing in darker shaded portions of a

surface are similarly darkened. Figures 28 and 29 show the different

shapes and sizes of projected dots caused from a variety of normals at

. . - - -,' ° 'o e' * o . '
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different depths.

l..2exe1 Density

The algorithm as described could be implemented uling a simple

density function for texel positions such as placing them at equal x, y

screen intervals. Although this provides size and shape information,

it tends to appear awkward as in Figure 26, because the density is not

changing as our intuition tells us it should. To provide for the

density gradient the input file is preprocessed to determine positions

for texel centers. As described earlier, this involves computing areas

under each pixel in the image. To approximate these values the area

cosine principle is used to determine the area on the surface bounded

2114 by the projected pixel. This approximation assumes that the surface
bounded by the projected pixel Is a plane defined by the normal at the

pixel. The equation for this area is:

Surface Area = Pixel Area / cos( pa)
where

pa = Angle between pixel plane and surface plane
thus,

cos( pa ):Surface Normal * Screen Normal
4.. -N ( z component of surface normal)

z

Surface Area = 1 / N
z

To account for perspective this area is further modified by the z

depth of the sampled point similar to the texel radius.

Once individual pixel areas are found, it is necessary to group

them into cohesive sections of equal area. This implementation uses a

simple approach to this grouping by building an "area binary tree" from

the individual areas. At the top level is the bounding box for the
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entire surface. This image is divided into two subareas by a

horizontal or vertical line with approximately equal areas on either

side of the line. Each of these subareas is further subdivided into

J two equal segments, and so forth down to some specified level. At each

n
level n, 2 rectangular sections are defined of approximately equal

areas. The direction of division for each area is determined by the

longest side of the bounding box in an attempt to keep the subareas

relatively square. The area center of each rectangle can be determined

by weighting the pixel locations within the rectangle by their

individual areas. This area center is stored as a texel location for

the density defined by this level. Figure 30 shows different levels of

bounding boxes and texel centers for an arbitrary waroed surface.

Using these texel centers, Figure 31 shows the resulting textured

image.

The z-buffer file is preprocessed to build an "area binary tree"

of several levels (usually around 6). The resulting tree consists

solely of texel locations for each level and becomes an input to the

artificial texture rendering program. The user specifies a desired

density level, and the appropriate level of the tree is loaded which

specifies texel locations to be projected. Figures 32 and 33 show the

difference between static and variable density. The cylinder in Figure

32 has a static density (texel centers equally spaced in x and y

directions in screen space). The lower cylinder was textured using the

area binary tree, and does not demonstrate the "gaps".along the edges

apparent in the upper cylinder.

,....... .. .. .... .. ... .. . . . . . , _: .-, ,., , , ..
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Figure 30: An Equal Area Decomposition of a Warped Surface

Figure 31: A Warped Surface with Texture
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3.6 Results

Artificial texturing provides simple visualization enhancement at

- an inexpensive computation cost. Figures 34 and 35 are exismples of the

information available using artificial texturing. The lower left

portion of the shaded image in Figure 34 contains very little shading

information to help interpret the shape of the surface in that area.

It appears from the shading to be relatively flat. The artificially

textured image, Figure 35, gives a visual impression of the curvature

of the surface.

The information provided can be compared to the "hedgehog"

technique (displaying normal vectors attached to the surface) [33]. In

fact, projected polka dots can be viewed as sort of "flattened" surface

normals. However, they provide a much more natural means of

visualizing shape information because textures are interpreted in our

everyday visual experiences. Also, additional informatiol,, such as

depth, is more readily interpreted from texture gradients. One

effective enhancement to artificial texturing is to combine the display

of surface normals and "polka-dots." Since projected dots can

represent one of two possible normals, the combined technique

disambiguates the texels. Figures 36 and 37 show the effects of

displayed surface normals and a combined approach on a warped surface.

Because of the number of assumptions and simplifications made,

textures are sometimes generated which do not appear realistic. For

example, on a surface with a sharp corner, if a texel-is centered close

to the edge of the corner, it will not "bend" around the corner as

would seem natural. Another example is that because of the simple

Iv.v
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means of generating regions of equal surface area, densities at times

will not look aligned exactly as they should. However the-goal of this

S technique is not to simulate extreme realism, but to -pimulate the

ttexture gradients which provide strong perceptive information. To this

goal, texturing provides a fast, inexpensive approach to enhance

surface visualization.
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CHAPTER 4

GRADIENTS OF ILLUMINATION

4.1 Introduction

Shading and shadows add a strong degree of realism to images, and

*have been studied by artists and researchers in computer graphics. The

subtle changes in illumination over the surface of an object provide a

visual gradient which gives information about relative shape in much

the same manner as texture gradients. Sharp discontinuities in

intensities caused by shadows can distinguish the relative positions of

objects in a scene in relation to the light source.

Early artists recognized shading as the primary cue for revealing

the relief of an object [49]. Leonardo da Vinci distinguished two

separate cues associated with shadows: attached shadows and cast

shadows. Attached shadows are shadows which lie on an object caused by

a surface oriented away from the light source. Cast shadows are

projections of silhouette edges such as the shadow of a cube projected

onto a background. By combining these two effects, paintings are

created which convey a sense of depth.

Researchers in computer graphics have similarly studied the

effects of shading to create the illusion of realism in raster images.

Most of the research has been directed toward creating an accurate

mathematical representation of the physical pnenomena associated with
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light reflection. Applying such a representation to every point in a

picture replicates the gradients of illumination visible- in natural

scenes. Shadows have been approximated by several differefit algorithms

for further realism, usually at a high computation cost.

An interactive algorithm for shading and shadows will be presented

*which avoids the computational complexity of typical graphic

algorithms. The goal of this technique is to provide information about

surface shape by imitating the perceptual aspects of shading. The

background for this algorithm is provided by looking at shading in

perceptual research and previous algorithms in computer graphics.

4.2 Perceptual Study of Shading

Although shading is a primary source of realism in art, its effect

on visual perception has not been extensively explored [29].

Conclusions about the effects of shading have been limited to a few

general observations which will be presented, but a comprehensive study

of the perceptual aspects is lacking in the literature. However, there

is general agreement within the research that a necessary condition for

accurate perception of shape from shading is knowledge about the

position of the light source in a scene.

One finding of perceptual research is that brighter objects appear

closer than dimmer ones. Although shading from a light source Is

independent of distance to the viewer, large distances will result in

distant objects appearing less sharp and less saturated. This dimming

is known as aerial perspective and has been used by artists as a

distance cue [49].
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Lighting geometry dictates that shading is primarily a function of

the position of the viewer and the relationship of the surface to the

light source. Areas of equivalent shade in a scene are ir4erpreted as

-~ -having identical relationships to the light source [26]. Thus,

indentations and protuberances are perceived based on relative light

and dark shades in a scene. When the position of the light source is

not made explicit in an image, the viewer cannot distinguish between

indentations and protuberances [8].

Cast shadows present information about the relative position of

objects with respect to the light source. Once again, confusion can

occur if the position of the light source is not known. Additional

shape information is available from cast shadows via the shape of the

shadow. Because the shadow is a projection of a silhouette edge with

respect to t.he light source, the shape of the shadow represents the

shape of the silhouette. Thus, the viewer receives an additional view

of the object from the point of view of the light source.

4.3 Realistic Rendering of Shade

Da Vinci's distinction between attached and cast shadows is

analogous to the two distinct shading computations in computer
graphics. Attached shadows are parts of a surface oriented away from

the light source such that they receive only ambient light. Lighting

models and smooth shading algorithms are used to determine shade

intensity of a point based on the surface orientation, position of the

viewer and light source, and surface reflective characteristics. A

separate algorithm computes whether or not the point lies in the
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projected (or cast) shadow from another part of the image. The results

of these algorithms are combined to calculate the overall-intensity of

each point on the surface.

SShading Algorithms

Different lighting models have been proposed based on the physics

of light reflecting off a surface [33] [19]. The simplest model is to

consider only the surface orientation and the position of the light

source. Lambert's Law states that the amount of diffuse reflection is

proportional to the cosine of the angle between the light vector and

the surface normal. Such "cosine" shading is easy to calculate as a

dot product. More sophisticated models include the specular portion of

reflected light and specify surface reflective properties based on

surface microstructure to create images appearing metallic or ceramic

(36] [5]. A more complex model attempts to imitate the reflectance

and absorption properties of specified material types [12]. Special

purpose lighting models have been developed to simulate such effects as

clouds [7]. These models have resulted in extremely realistic images.

Application of lighting models to a scene requires normal

Information at every point to be shaded. The mathematical

representation of the object determines whether this information can be

calculated directly or requires some form of interpolation. Both shade

interpolation and normal Interpolation will produce smooth shaded

renderings [33]. Researchers have investigated methods for speeding up

these time-consuming calculations (17]. Special purpose shading

algorithms have been proposed for limited model types such as objects
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composed exclusively of spheres [37].

Sophisticated lighting models and smooth shading are typically

used to create high quality static images. Real-time shadi~ng generally

requires special purpose hardware such as that used for flight

simulation [39]. A notable exception is a technique which renders

normal information into the frame buffer and uses the color map to look

up intensities [42]. This method allows the user to interactively move

the light source and view the resulting shading changes. One

requirement of this technique is that the color map lookup table must

be large enough to contain a sufficient number of normals for smooth

shading transitions in the image. A typical eight bit color map

results in serious shading discontinuities which detract from the

perceptual information gained from shading as demonstrated in Figures

38 and 39.

4.. Shadow Algorithms

The generation of shadows has been recognized as a valuable

addition to the realistic appearance of an image. In addition,

Williams points out the spatial relation benefits and three dimensional

clarification which can be gained from the inherent second point of

view of the light source [51). Two distinct approaches to shadow

computation will be discussed: those based on scanline rendering

algorithms and those based on the ray tracing approach.

Crow discusses different classes of shadow generation schemes

!0 based on algorithms which scanline render polygonal data [13]. Each of

the techniques requires either a distinct two pass approach, or some
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preprocessing of the input data to determine possible shadowing

polygons. The basic outline of these algorithms is to scan the scene

.4 from the point of view of the light source, and disting~dsh areas in

- shadow either through the addition of shadow boundaries or shadow

polygons. The conventional rendering algorithm then uses this

information to determine where the visible surface is shadowed, and

modifies the shade accordingly. Atherton generalizes this approach

* through the use of a general purpose clipping algorithm to produce

-V, "illuminated polygons" [2]. Williams presents a simplified approach by

creating a z-buffer of the scene from the point of view of the light

source [51]. Although these algorithms produce high quality results,

U they are too slow for an interactive implementation.

Ray tracing algorithms produce the most realistic images by

simulating such effects as shadows, transparency, reflection, and

refraction. To determine the shade of each display point, a ray from

the eye to the display point is traced through the scene as it

intersects objects and is reflected or refracted. Whitted provides a

summary of the contributing shading factors and equations [50]. In

order to determine shadows in a scene, it is necessary to decide for

each visible point whether any object lies between the point and the

light source. A ray is generated from the point to the light source

and intersected with all remaining objects to ascertain this

information. The impressive visual effect of ray tracing algorithms is

currently offset by high computation cost which eliminates any

~p. interactive applications.

The perceptual advantages gained from shading and shadows assume
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that the viewer is aware of the position of the light source. Because

different light positions will produce different -sources of

information, a shading and shadowing program for enhanabd perception

S ideally should allow the user to specify interactively the light source

position and view the resulting image. One such approach for

interactive shading has previously been discussed. An interactive

shadowing algorithm will be presented which generates "visible surface

shadows" to enhance the perceptual understanding of a surface shape.

41.4 Visible Surface Shadows

Generalized shadow algorithms require some form of global scene

knowledge since any point may be shadowed by any other object in the

scene depending upon the light source position. In order to shadow a

scene interactively based on an arbitrary light vector, all objects

would have to be considered as possible shadow sources. This

requirement makes interactive computation impractical for scenes of

even modest complexity. To make such interaction practical on a

* standard frame buffer configuration the described algorithm uses some

limitations and simplifications concerning the light source position

and the types of shadows generated.

* - 4.41.1 Constraints

To reduce the number of possible shadowing objects for any point,

restrictions are placed on the possible positions of the light vector.

If the light source is assumed to be at infinity, the direction of the

light vector will be the same for every point. If the light source Is

constrained to lie on a specified plane, objects which shadow a given
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point must intersect that plane. Figure 40 illustrates such a

configuration. Only objects intersecting the plane can' shadow the

point for any position of the light source in the plane.

Another simplification is made concerning the types of cast

shadows generated. Only visible surface points will be used to

determine cast shadows. This allows a standard z-buffer input file to

be used with no special processing required, and simplifies the

calculation. The disadvantage is that the shadows generated will not

always appeAr realistic because hidden surfaces will not produce

shadows which would normally be visible. The next section will discuss

this limitation in more detail.

. '~~IIIII~IIp~ossible Shadowing

Polygon

4. Possible Shadowing
Polygons

Figure 40O: A Light Source Limited to a Plane
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4.4.2 Implementation

Interactive shadowing does not affect the hidden surface

calculation, only the resultant intensities. Thus an imagA is rendered

- only once into a z-buffer which is then used to determine shadowing

information.

Visible surface shadows can be easily generated if the plane of

the light source is restricted to lie in the Y-Z plane. For every

scanline in the image, each point can only be shadowed by other points

in the same scanline regardless of the angle of light vector within the

plane. Figure 41 shows an example of points along a scanline and their

associated shadow projection. At each pixel, the determination of

whether the point is in a shadow is strictly a function of the depth of

the pixel and the current depth of the projected shadow. In Figure 41,

pixels 2, 3, and 6 are all in shadow.

To calculate quickly which pixels are in shadow, the z-buffer is

scanned in the X direction of the light vector. When the light vector

is exactly in the Z direction, notice that no shadows are generated.

As the z-buffer is scanned, a current shadow height is kept and updated

for each pixel position. If the depth of the pixel is greater than the

current shadow height, the pixel lies in shadow, otherwise the pixel

depth defines the new shadow height. The angle of the light vector

determines the update value of the shadow height for each pixel

increment, and remains the same throughout the scene.

As previously mentioned, the technique described will not always

create realistic shadows. Figure 42 illustrates a situation in which a

hidden surface casts a shadow which would be seen in a realistic
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Pi P

Light
Vector

I Figure 41: Shadow Projections of Scanline Points

shadowed image, but is not generated by this simplified technique.

Another way of describing this limitation is that each visible surface

point is rendered as if it is the tip of solid material stretching from

the point backward to infinity.

4.5 Results

Figures 43 and 44 show an image with shadows generated from two

different light source positions using the described algorithm. The

direction of the light source is indicated in the Z-X plane. The Phong

lighting model was used to calculate shading intensities.

An interesting perceptual feature associated with being able to

interactively turn shadows off and on is the different perceptions the

viewer has concerning the position of the light source. Figures 45 and
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Figure 4I2: Generated Surface Shadow

416 show two shaded images with and without shadows. Although both-

shading calculations are based on light source position and surface

orientation, the light source position in the image without shadows

appears to be different than in the image with shadows when in fact

they are the same. This indicates the importance of shadows in

understanding the lighting geometry which is necessary to accurately

interpret shading.

The described algorithm requires no special processing of the

image, and interactively generates shadowed surfaces based on a user

defined lighting direction.
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Figure 43: Shadows with Light vector hro xx, ht

Figure 44: Shadows with Light Vector from Left
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CHAPTER 5

BINOCULAR STEREOPSIS

5.1 Introduction

In the visual process we automatically adjust several

physiological factors which affect our perception. Focusing of the

eyes causes muscular changes which can be felt and interpreted as depth

indicators. Researchers have studied perception from such muscular

effects as accommodation (the change in lens curvature) and convergence

(bringing the eyes together to focus on a closer object). Another

physical phenomenon affecting perception is a result of viewing the

world through two eyes, or binocular vision.

The importance of binocular vision was recognized as early as 1500

by Leonardo da Vinci working out depth cues for realistic paintings

[41. He concluded that one could not represent such a phenomenon in

a painting since binocular vision of a close small object permitted

viewing the entire scene behind the object as shown in Figure 147.

Charles Wheatstone performed a more detailed analysis of binocular

vision in the 1800s which led to a popular parlor device called the

* stereoscope which viewed two images simultaneously to simulate depth.

More recent examples of the use of binocular stereopsis are 3-D movies

requiring filtered glasses and specially processed postcards which

present different Images to each eye when viewed.



S. 62

10/

Left Right
Eye Eye

Figure 4~7: Da Vinci's Demonstration of Partial Occlusion

The remainder of this chapter is concerned with the perceptual

aspects of binocular vision, and the manner in which it has been used

in computer graphics to date. A simple algorithm is presented which

generates stereo images from a single z-buffer which provide enhanced

depth understanding.

5.2 Perceptual Analysis of Binocular Stereopsis

Several theories have been developed over the years about the

relationship between binocular vision and depth perception [25].

Current research recognizes three primary factors which affect depth

judgment based on experimental evidence: binocular disparity,

interposition, and retinal correspondence.

. .... .5 . . . . . .
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Disparity is a horizontal shift in an image based on the

perspective view from each eye. A geometric interpretation is shown in

Figures 48 and 49. Given a point of fixation, a circle c&n be drawn

connecting the point and the center of rotation of each eye as shown in

Figure 48. All points on this circle, known as the Vieth-Muller

circle, will project onto the same corresponding position of each eye.

This phenomenon is a result of the geometric property that the angle

formed by three points on a circle remains constant as the vertex of

the angle is moved around the circle. Points not on the circle will

project to different positions at the back of the retina based on the

depth of the point and the point of fixation as shown in Figure 49.

This difference is perceived as a horizontal shift between the right

and left eye image and is called disparity. Note that points inside

the circle have the opposite disparity of points outside the circle.

By convention, inside disparity is called "crossed" and outside is

"uncrossed" [26]. This horizontal shift between images seen with the

left and right eye aids the viewer in interpreting the depth of points

in the image.

Interposition refers to the same phenomenon pointed out by da

Vinci. Parts of an image seen with one eye is occluded from the other

viewpoint. The information from binocular interposition is similar to

the standard occlusion depth cue in determining relative positions of

surfaces.

Retinal correspondence is the registration of. separate images

within each eye, and is closely related to disparity. In other words,

in order for the visual system to distinguish when disparity occurs, it

N-
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Fixation Point

Figure 48: The Vieth-Muller Circle of Points with Equal Disparity

IP

Fixation Point4

P2

Left Eye Right Eye

Figure 49: Points with Crossed and Uncrossed Disparity
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is necessary for shifted points in the images to be perceived as the

same point in the scene. When this occurs, the image appears as a

single image to the viewer and the two separate ima-ies have been

4-. "fused" into one. Such fusion would not be possible looking at a

homogeneous surface. Older theories of binocular vision suggested that

it was the contours of an image which provided this correspondence

[25]. More recent investigations show that it is not necessary to

* have contours, but that random texture patterns with disparity are

sufficient to produce the correspondence necessary for binocular

perception [30].

5.3 Binocular Images

Stereoscopic images have been generated with computer graphics to

satisfy several application requirements such as molecular and

atmospheric studies [15] [38]. Both line drawings and smooth shaded

images have been used for binocular images with positive perceptive

results.

Host of the binocular research in computer graphics has been in

the area of developing viewing devices for the images once they have

been generated. The stereoscopic effect is based on the fact that each

eye is viewing a different version of the same scene. One way to

achieve this result is to render the separate images in different

colors and use filtered glasses which allow only the appropriate image

to reach the corresponding eye. Problems with this approach are that

each image is limited to different intensities of a single color, and

ghosting occurs when the filters are not exactly correlated to the
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display. More sophisticated equipment which allow multiple colors and

avoid ghosting have been developed. This equipment includes

-~ electro-optic glasses which flip between images, and'- hoods which

present half a display to each eye [15].

The general technique of image generation has been to simply

render two separate views of the samte scene; one from the position of

each eye. When viewed stereoscopically, such images contain the

disparity and interposition necessary to provide binocular depth

information. If the scene is complex, retinal correspondence is

provided by the details of the scene. Two problems arise from this

approach: lack of flexibility to change viewing parameters and

insufficient retinal correspondence in scenes lacking in detail. Since

disparity depends on perspective, it may be desirable to interactively

change the distance between the viewer's eyes to highlight details of a

scene, or account for the different screen widths of different

monitors. The traditional approach would require two complete scene

renderings to change such parameters. As an example of the second

problem, consider the surface shown earlier in Figures 4. When viewed

stereoscopically, the only retinal correspondence occurs along the

edges of the surface which in this example are flat. The smooth

shading in the interior of the surface does not provide any

correspondence between the two images, and when viewed in stereo the

surface appears flat. Although this is a contrived example, it

4demonstrates a binocular limitation when surface depths change

independent of' recognizable contours.

A simple binocular rendering algorithm will be presented which
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provides stereoscopic depth perception while avoiding the problems

associated with normal stereo image generation. For simplicity, the

viewing technique used is filtered glasses, but the algortthm is valid

for any stereo viewing technology.

5.4 Stereo Pairs from a Single Image

The primary goal of this algorithm is to provide interactive

surface shape analysis through binocular stereopsis. The user can

select viewing parameters and quickly generate a stereo pair for

binocular viewing. To decrease the image generation time, a

simplification is made to only generate the perceptive features of

disparity and retinal correspondence. Although interposition can

provide some additional information about relative surface depths, it

~~. is not necessary for depth analysis through binocular fusion [30]

5.41.1 Simulating Disparity

Disparity only occurs in a horizontal direction. This means that

for a given computer generated image, the only difference between the

right and left stereo pair occurs along a scan line. The amount of

horizontal shift is based on the viewing parameters and the depth of

the point. Figure 50 illustrates the perspective change of a given

point for each eye. The equations for the disparity are:
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From similar triangles:

X - E Z + E

X - E E
r x z

Solving for X
r

X (X -E
r p x

(Z / E +1)
2p z

and similarly for K

One means of utilizing these equations to rapidly generate stereo
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Figure 50: The Geometry of Binocular Perspective
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views is to begin with a rendered z-buffer image. At each pixel the

depth of the point Is kept along with the appropriate shading

Intensity. To generate the stereo pair, each pix~i is shifted

according to the calculated disparity based on depth. Right and left

images are rendered into the appropriate color plane according to the

color filters being used for binocular viewing. Figures 51 and 52 are

examples of stereo images drawn with this technique. Vertical

perspective is accomplished by originally rendering the image with

perspective, and modifying the disparity equations to account for the

"normal" horizontal perspective. The modified equations are:

X X + E *1

r p x

1 + E / Z

X X E 
1 z p

1 p x

1 + E /Z
z p

Because the input image consists of point sampled data of the

scene, care must be taken to avoid "stretch marks" which occur when

successive pixels are shifted by different disparities. One solution

would be to use input spans rather than points, shift the endpoints of

each span, and resample the span in the X direction. A simpler

approximation is to detect when "stretch marks" occur, and average

intensities to fill in between pixels. The images shown in this

section were generated using this approximation.



Fkpure 51: A Stereo Pale of a Plane with Surrounding Box

Flgure 52: A Sterso Pair ftom a Single Image of a Helicopter
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5.41.2 Providing Retinal Correspondence

Retinal correspondence is necessary to register the different

images within each eye so that fusion can occur. Figure 53 is a stereo

* pair of a previously discussed image which does not contain such

correspondence. The disparity seen along the edge of the surface is

constant providing no binocular depth. When viewed stereoscopically,

the image appears as a flat plane floating in space. To provide the

necessary registration, some detail is required in the middle of the

surface.

Using the described algorithm, a simple and fast method is

available to provide surface detail. As the input scene is processed,

intensity values are increased prior to shifting for each pixel at some

user specified X, Y increment. Thus, a pattern of dots appears on the

output stereo pair which correspond to the same points on the input

scene. Figure 54 shows the computed detail for the same image

previously lacking correspondence. The density of the dots is chosen

with an Y increment of one creating detail lines. When overlayed onto

the shaded stereo image and viewed stereoscopically, the correspondence

lines on the image provide the depth lacking in the previous image.

2.1I.j Depth Filtering

The quantization associated with shifting pixels by integer jumps

creates depth discontinuities when viewed in stereo. This became

especially apparent when using detail to provide retinal

correspondence. Depth "ridges" would appear along equal depth

contours. To reduce this quantization, a simple filtering technique
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Figure. 53: A Streo Pair with No Retinal Correspondence

Figure 54: A Stereo Pair with Correepondsnce Detail of Linus'-'

I.
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was implemented. Rather than shift detail pixels an integral distance,

each detail affects two adjacent pixels by a weighted intensity amount

* as shown in Figure 55. Figures 56 and 57 show a closedp of stereo

* - - lines before and after filtering for depth quantization. When viewed

- stereoscopically, the filtered image shows no discontinuities in depth.

5.5 Results

Stereo pair generation from a single image z-buffer provides a

fast means of binocular image rendering. The effects of disparity and

retinal correspondence are simulated to create a strong visual depth

effect when viewed stereoscopically. To avoid depth quantization

artifacts, a simple filtering mechanism is applied to registration

dx

C wx

PO PI P2 P3

dx : Calculated Disparity
wx = dx - (int) dx
In = Intensity at Pixel n
12 : ( - wx ) *10
13 = wx * 10

Figure 55: Filtering Depth Quantization

9.
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points on the surface of interest. Images generated with this

technique appear continuous in depth.

* Interposition information has been sacrificed in this, technique as

a trade-off for speed. This simplification does not- affect the

- perception of depth, but is noticeable when viewing silhouette edges of

an object. For example, a sphere viewed binocularly would present a

.4 different part of the surface to one eye than the other, and give the

effect of seeing around the object. The described algorithm would not

have the same effect as only the surface visible from a single view is

used to create both stereo images.

Although viewing parameters can be interactively modified, one

must be aware of limitations inherent in using a point sampled input.

Perspective changes can only be effected in the horizontal direction;

vertical perspective is assumed to have been accounted for previously.

Thus factors such as distance between eyes and screen width can

correctly be changed, but other factors such as distance of the viewer

and screen height will cause a distortion in the vertical perspective

of the final image.

a" These limitations preclude the generation of totally accurate

stereo images. However, as a tool for visual perception, this

a algorithm quickly provides depth information in a natural viewing

fashion.



CHAPTER 6

SHAPE PERCEPTION THROUGH MOTION

6.1 Introduction

The perceptive stimulations presented thus far in this research

can be classified as static stimulations. That is, they deal with

enhancing a single image to create another static image which hopefully

provides an increased perception of three dimensions. The interaction

just serves as a tool for exploring the shape of the static image.

Another class of perceptual cues which has been studied deals with the

perception of depth through motion [22, 8, 261. As an observer moves

with respect to an object, or vice-versa, several factors such as

occlusion, relative speeds, and changing sizes provide information

about the shape of the object being viewed. Such dynamic stimulations

are an Inherent part of our everyday visual experiences.

Interactive movement in computer graphics has generally been

limited to line drawing displays or special purpose displays for shaded

images. Simulated movement on raster displays has traditionally been

performed via frame by frame image generation and playback. This

method is time consuming and lacks the advantage of interactive control

of the movement to assist perception. The success of special purpose

hardware is offset by the enormous associated cost.

This section will describe a simple algorithm for simulating
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limited movement of a surface on a raster display mith a color map.

The goal is not to provide high quality animation, but rather to

provide dynamic cues to aid the visualization of the surface.

6.2 Perceptual Analysis of Movement

To understand the perceptual effects of an object moving in space,

researchers have concentrated on the motions of rotation and

translation along the three cartesian axes [8]. As an object moves in

these directions its changing shape and velocities provide considerable

shape information.

One of the primary sources of shape information gained from

movement is the ability to see the object from different viewpoints.

These viewpoints allow hidden surfaces to be seen in shaded images.

The occlusion of parts of the surface by other parts provides

information about relative positioning.

Information provided by translation can be divided into radial

movement and motion parallax [263. Radial movement refers to

translation along the Z axis. The size of the image appears larger or

smaller depending on depth according to the rules of perspective

projection. The resulting stiwaulus is perceived as an object of

constant size moving in depth, but no information is gained about the

relative depths within the image. Translations in the X and Y

directions provide information known as motion parallax. As an object

moves, the velocity will appear greater for the closer portions of the

image. Once again, it is the effect of perspective, whichr is being

observed. Figure 58 illustrates the effect of motion parallax.
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Figure 58: The Effect of Motion Parallax

Rotation about the Z axis (perpendicular to screen) provides no

additional information about the relative depths on the surface beyond

the information provided by a standard perspective projection [8].

Rotations about the X and Y axes exhibit the same effects in different

'Adirections. A point rotating about the Y axis changes velocity in the

5 horizontal direction depending on the position of the point along the

path of rotation. As shown in Figure 59, the apparent velocity of the

projected point will be greatest when travelling perpendicular to the

viewer. A vertical change in position will occur due to perspective

and the relative depth of the point along the rotated path. The radius

ofthe path depends on the distance from the axis of rotation, and thus

provides a good measure of relative positions of points on a surface.

Braunstein has summarized the effects of these six motions using
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Figure 59: The Effect of Rotation

both perspective and parallel projections as shown in Table 1 (8]. He

separates the available information into whether the direction of

movement is apparent and whether dimensionality or relative depth

information is obtained.

6. Use of Motion in Computer Graphics

High quality real-time animation has been an aspiration of

computer graphics researchers for many years. Because of the

computational intensity of high quality rendering, the only real

success has been through the use of special purpose hardware, and then

only for specific applications. Research efforts toward general

purpose animation can generally be broken into the'areas of hardware

advances, fast frame-by-frame generation and playback, and algorithmic

... , V, 8,.*..% ., A. .......2 ,..... ........ . . ........ .. ... . ... . ,...-. .... ,.. ,



80

Table 1: Information Available in Rigid Transformations

Projection Direction Dimensionality

Rotations X Polar yes yes
Parallel no yes

Y Polar yes yes
Parallel no yes

Z Polar yes no
Parallel yes no

Translations X Polar yes yes
Parallel yes no

Y Polar yes yes
Parallel yes no

Z Polar yes yes
Parallel no no

approaches to simple motion.

The most successful efforts in real-time animation have been in

the area of flight simulation [39]. The use of special-purpose

hardware provided the means to produce impressive results with the

simulation of the space shuttle [148], and more recently, with

instruments like the Evans and Sutherland CT-5 image generator. Such

systems perform much of the rendering procedure in hardware for

real-time image generation. They are constrained, however, to scenes

that do not require certain computationally prohibitive visual effects

associated with high quality realistic images. For example, no

7: attempts have been made to replicate such realistic effects as

refraction or reflection. Similar efforts have been directed toward

more general animation of limited polygonal scenes [1].

High quality animation requires individual frame rendering which

must then be played back. Research In this area has been directed
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toward rapid individual frame generation and quick play back. Speeding

up the rendering process is performed by attempting to t~ke advantage

S of certain coherences which exist within each frame as weU, as between

- frames [144, 21, 28]. Another technique to decrease rendering time is

- selective screen updating, leaving an unchanged background in the frame

buffer and only modifying that portion of the image which requires

updating between frames [43]. Research at Ohio State has taken

advantage of run length encoding to facilitate fast playback of

generated animation sequences [14].

A third area of research has been directed toward taking advantage

of existing hardware to produce simple but effective animation. Color

map animation is an example of using raster hardware to produce

continuous motion [41]. The concept of storing separate images in

separate bit planes of a frame buffer is also a means of storing and

viewing separate frames in real-time [19]. Both of these techniques

are severely limited in terms of animation quality, but afford a simple

and inexpensive approach to motion simulation.

- 6.14 Multiple Frame Generation and Viewing

A technique for interactive surface motion is presented for the

purpose of increasing three dimensional understanding. By taking

advantage of experimental results in perception and providing only

limited degrees of motion, real-time interaction is achieved with no

requirement for special purpose hardware. The goal of this approach is

to provide the visual benefits of interactively moving a shaded surface

without the time costs associated with a high quality frame by frame
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rendering. Two aspects of this technique will be discussed: the

viewing algorithm and the multiple frame generation.

6.4.1 Multiple Frame Viewing

Perceptual research has shown that rotations and translations

about the X Pnd Y axes are sufficient to provide cues about the

dimensionality associated with a surface. As discussed earlier,

transformations about the Z axis are not necessarily helpful, and thus

will not be examined further. Both rotation and translation will be

simulated by generating multiple frames of the image transformed

through a small increment of the total desired motion. Motion is

created by interactively displaying separate frames of the generated

sequence.

*Interactive playback capability is achieved using a variation of

the separate bit plane concept presented in the previous section.

Because smooth shading requires a full intensity range, only three

separate planes are used; the red, green, and blue values for each

pixel contain intensities for separate shaded images. The range of

motion which can be simulated smoothly depends on the number of frames

available in the sequence. In order to allow rapid access to several

frames for controllable movement, a diminished resolution is utilized

to keep either 4 or 16 images in each color plane simultaneously. Thus

either 12 or 48 frames of a surface reside in the frame buffer memory

at once, as shown in Figures 60 and 61. The number of frames used to

simulate motion is a tradeoff between image resolution and the range of

smooth motion which is represented.

S. . . . . . . . . •. ... "
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Interactive movement is performed using the hardware features of

zoom, pan, and color plane selection to display individua-1,,rames. The

zoom feature allows each frame to fill the entire screen wljth a coarser

v image. Which frame to display is determined from an input-device such

as a knob or tablet. Because individual frames can be rapidly

displayed, smooth interactive movement results. Figures 62 and 63 show

the resolution of individual frames for both 148 and 12 frame sequences.

Color map lookup tables are used to provide color during rotation and

translation, although the entire surface is necessarily limited to

shades of the same color.

6.4.2 Multiple Frame Generation

Real-time motion through multiple frame viewing requires the

sequence of frames to be individually rendered prior to viewing. If

the images are rendered with high quality shading and a sophisticated

lighting model, such image generation can be quite time-consuming.

Since the separate images are all of the same surface, some

simplifications can be made to reduce image generation time for both

translation and rotation sequences. It is assumed for these

simplifications that the image consists of polygons to be rendered.

Perceptual benefits arising from image translation must include

perspective changes from image to image as discussed in the perception

section. Without this requirement, the image would only be rendered

once with the individual pixel values translated in the appropriate

direction to create different frames. However, if the sequence only

allows translation a:Dng one axis, then the positional changes due to

~ . . .. . . . . . . . . . .
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changing perspective have components only in the direction of the

-translation. This knowledge can be combined with the scanline

* ~ conversion process to simplify the rendering of several iaages by scan

. converting the image into an intermediate form. Such a form is then

used to create all final- frames without requiring a total scan

conversion for each frame.

Assume that images are to be generated for translation along the X

axis. A scanline -lgorithm would first perform the perspective

transformation of the polygons, and then intersect each scanline with

the transformed polygons to create spans consisting of starting and

ending X and Z values, and necessary shading information. As other

researchers have suggested, these span buffers can be saved as an

intermediate form of the image for further processing [50]. To

complete the rendering, the spans for each scan line are point sampled

at the X values associated with pixel centers, and Z values are used to

determine visibility. By saving the span buffer information from one

* image, the process of rendering the modified spans. for each frame is

simple and fast. A similar approach can be taken to changes in the Y

direction by creating spans which lie in planes parallel to the Y-Z

axes, and point sampling the spans at appropriate Y values.

Individual frames of translation sequences can be created with

span buffers by performing a perspective modification of the spans

based on Z depth. The modification is applied to the coordinate along

which translation is occurring. For each frame, the end coordinates of

the span are first translated according to which frame is being

generated, and then put through a perspective change. After all spans
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for a given scan line are modified, the scan conversion is completed to

create a finished scan line for the frame.

Rotation sequences can also be generated from span buffers if no

perspective is used. As described in the section -on movement

perception, the dimensionality of a surface can be perceived with

non-perspective rotation through velocity changes and occlusion. This
J!

simplification allows for a set of rotation frames to be created in a

manner similar to the translation sequence. Span buffers are created

for each scan line, rotated based on the frame being generated, and

point sampled for final rendering. The desired axis of rotation

determines in which direction the spans are created and processed.

6.5 Results

Multiple frame viewing provides smooth motion of a transforming

Image through 418 frames. The lower resolution of the individual images

tends to highlight the aliasing problem, and could be corrected to a

degree through edge filtering. However, the focus of this technique is

on shape perception through movement, and edge filtering would be an

expensive addition which would not necessarily enhance the perceptual

aspects. Similarly, for simplicity, the shading of each span was not

changed as the span was transformed. This is equivalent to the viewer

moving around the surface versus the surface moving with respect to the

light source. Once again, movement perception is not hampered by this

simplification.%

j Span buffers greatly reduce the frame gene ration time. The

consequence of no perspective in the rotation sequence does
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occasionally cause confusion in the direction of rotation as expected

from the discussion on notion perception, but does not seriously affect

q6 the perception of shape. d

4~%A



CHAPTER 7

* CONCLUS ION

Advances in image generation techniques have resulted in high

quality shaded renderings which are Used in a variety of applications.

High quality in computer graphics has traditionally meant replicating

realism to the greatest extent Possible and has served as the impetus

for most graphics research. Although a great deal of success has been

attained toward generating such "photographic quality" images, it has

been at the expense of either expensive hardware or excessive

computation Costs.

Researchers in visual perception have addressed the problem of how

the human visual system interprets the three dimensionality of a scene.

The techniques which have been presented interactively employ visual

perception stimulations to enhance three dimensional visualizationIwithout attempting to imitate total realism. Two approaches to

enhanced shape visualization have been presented: direct rendering of

three dimensional Information, and incorporation of the visual

perception stimulations of texture gradients, gradients of

illumination, binocular stereopsis, and motion perception. Interaction

Is an inherent part of each technique to enhance perceptual

understanding.

Direct visualization of depth and normal information involve
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rendering the desired information directly into the frame buffer

memory. Interactive viewing algorithms attempt to provide a natural

means of coherently visualizing the three dimensional information using

mechanisms such as contour lines, hedgehogs, cross sections, and depth

planes. Interaction is implemented through the use of the color map

* and separate image planes.

The perceptual stimulation techniques presented imitate visual

cues to enhance three dimensional interpretation at a reasonable

computation cost. Artificial texturing uses a simplified projection of

"polka-dots" onto a surface to replicate the effects of texture size,

shape, and density gradients. Visible surface shadows are generated

interactively in a limited lighting environment. Binocular stereo

images are generated from a single input image and optionally provide

interior surface detail to enhance retinal correspondence. Limited

real time motion is provided through multiple image viewing at a

reduced resolution.

The ability to Interactively modify visualization parameters is an

effective tool toward understanding surface shape in three dimensions.

Methods of interaction in computer graphics will change with the advent

of new hardware display devices, but the application of visual

perception techniques should remain to provide maximum visualization

results.



APPENDIX

FRAME BUFFER HARDWARE

The purpose of this appendix is to provide a brief description of

the frame buffer hardware which was used in this research. Several of

the described techniques make use of hardware features for fast user

% interaction. Although these features are common to many frame buffers,

a brief overview of how these features operate will be presented. For

a detailed hardware description of the system which was used, the

reader is referred to the frame buffer user manuals [23) [21].

The frame buffer used in this research was a Grinnell GNR 270.

The resolution of the display was 512 by 512 by 27 bits which is broken

into eight bits of red, green, and blue values, and one bit each of

red, green, and blue overlays. The overlay planes are one-bit memory

planes which can be used to turn a color (or colors) on at full

Intensity at any point at which they have a value of one. When the

value of the overlay Is zero, the color value in the appropriate color

channel is Visible. Turning the overlay bits on and off does not

affect the other color channels.

The Grinnell system allows memory readback of the frame buffer.

There Is also a hardware zoom and pan feature which provides for

selecting the center of a viewed area expanded 1', 2, 4,' or 8 times

normal size. A hardware cursor and digitizing tablet allow user Input.
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The Grinnell frame buffer provides three color maps each

consisting of 256 8-bit locations. The logical structure 9f the color

map is shown in Figure 64. The 8-bit color value of eactl frame buffer

*location is used to look up an 8-bit value in the color map which is

then sent to the appropriate digital-to-analog converter (DAC).. The

advantage of using a color map is the relative speed by which a color

map can be updated affecting the entire picture, i.e., during one

refresh cycle. In addition, the color channel used to look up the

value in each map is selectable. Thus, if an intensity is stored in

the blue value of each frame buffer location, the blue value can be

used to address all three maps giving the image full color capability.

* 6* The output of each map can be directed to any DAC for individual

channels to be viewed.

Frame Buffer Memory Blue Color Map Output DAC's
0

R G B25

__ __ Green Color Nap

Red Color Map

Figure 64: Color Map
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